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How does the mind work—and especially how does it learn? Teach-
ers’ instructional decisions are based on a mix of theories learned 
in teacher education, trial and error, craft knowledge, and gut 
instinct. Such knowledge often serves us well, but is there anything 
sturdier to rely on?

Cognitive science is an interdisciplinary �eld of researchers from 
psychology, neuroscience, linguistics, philosophy, computer science, 
and anthropology who seek to understand the mind. In this regular 
American Educator column, we consider �ndings from this �eld 
that are strong and clear enough to merit classroom application. 

By Daniel T. Willingham

Question: Part of me feels funny asking students to memorize 
content knowledge because I know they are going to forget a lot 
of it. (After all, I know I have forgotten a lot of what I learned in 
middle school.) What does the research say about memorizing 
things for school that you’re just going to forget later?

Answer: We certainly forget things over time, and there’s no rea-
son to expect that what students learn in school should be any 
exception. But take heart: we don’t forget everything, and under 
some conditions, we remember nearly everything. Researchers 
have some understanding of why we’re likely to overestimate what 
we’ve forgotten. And most important, there is some evidence that 
the memory of what we’ve learned in school matters—and actu-
ally makes us smarter.

Daniel T. Willingham is a professor of cognitive psychology at the University 
of Virginia. He is the author of When Can You Trust the Experts? How to Tell 
Good Science from Bad in Education and Why Don’t Students Like School? 
His most recent book is Raising Kids Who Read: What Parents and Teachers 
Can Do. For his articles on education, go to www.danielwillingham.com. 
Readers can post questions to “Ask the Cognitive Scientist” by sending an 
email to ae@aft.org. Future columns will try to address readers’ questions. IL
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ASK THE COGNITIVE SCIENTIST

Do Students Remember  
What �ey Learn in School?
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“Education is what remains after one has forgotten 
what one has learned in school.”

�is quotation is variously attributed to Albert 
Einstein, Ralph Waldo Emerson, Harvard Presi-

dent James Bryant Conant, psychologist B. F. Skinner, and many 
others. (In fact, its origins are obscure.)1 �e quotation is typically 
invoked in one of two contexts. Either the author means to suggest 
that schools do not teach things that really matter in life, or, on the 
contrary, that schools do educate, even though we forget most of 
the details we’re asked to learn.

Seldom questioned is the assertion that what’s learned in 
school is forgotten. Perhaps it seems self-evident. Many of us have 
come across a decades-old test paper and been shocked to see 
that, at one time, we could name Brazil’s most important exports 
or prove that two angles are complementary.

Nevertheless, the contention that we forget most of our educa-
tion is wrong. Naturally, lessons learned in school are subject to 
forgetting, like any other experience, but some of what we learn 
stays with us. Let’s look at the conditions that contribute to retain-
ing or losing school lessons. �en we’ll examine the reasons we 
might overestimate forgetting.

What Do We Remember from School?
�e year-end cumulative examination used in many classrooms 
suggests a natural experiment; what if students took the same 
exam a second time, say, a year later? Many experiments have 
relied on this basic structure, with the second exam composed of 
di�erent questions than the �rst but testing the same concepts. 
�e upshot? �ere’s less forgetting than you might think. 

Learning loss is usually expressed as a percentage of original 
performance; for example, students averaging 80 percent correct 
on test one and 40 percent correct on test two would have shown 
a 50 percent loss. A review from the mid-1990s pulled together the 
existing experiments on this issue and reported that, in 22 experi-
ments using test questions that demanded students recall infor-
mation (for instance, “What years in U.S. history are often called 
the Gilded Age?”), learning loss was about 28 percent. Retention 
was even better when questions required recognizing the correct 
answer, as on a multiple-choice test. For such tests, the average 
learning loss across 52 experiments was just 16 percent.

�ese results sound too good to be true, and in one sense they 
are. Data on average levels of retention don’t re�ect information 
about the conditions under which people were trying to remem-
ber. For example, the amount of time that elapses between the 
�rst and second tests would surely be crucial—you’ll remember 
more of the history you took in high school when you’re 20 years 
old than when you’re 40. Indeed, elapsed time matters, and the 
high retention rates reported in this review are due (in part) to a 
lot of relatively short test intervals.

Another study o�ered a systematic look at the consequence of 
test delay.2 Researchers administered several types of tests (includ-
ing multiple-choice questions with only two possible answer 
choices, so participants had a 50 percent chance of answering the 
items correctly) to adults who had taken a college course in cogni-
tive psychology between three and 125 months (nearly 10 and a half 

years) earlier. Recognition of concepts and important names was 
fairly good at the three-month delay—80 percent accuracy. Over 
the course of three years, accuracy declined to 65 percent, but there 
was little further decline. �is relatively rapid loss over the course 
of a few years is typical, as is the maintenance of at least some 
residual memory of course material.3

We would also guess that the more a student originally learned 
in the course, the more she would remember. �at is, if the A stu-
dent knows more Spanish than the C student, she might still know 
more Spanish 10 or 15 years later. That eminently reasonable 
assumption seems to be true; if you know more to start with, you 
remember more later.4

Still another factor seems likely to a�ect memory for learning 
in school: what happens between the first and second test. 
Although a 30-year-old will have had 10 extra years in which to 
forget compared with a 20-year-old, she might remember more 
American history if she refreshes her memory by reading popular 
books about it.

In fact, when studies showed the rapid forgetting of course 
content, researchers had made reasonably sure that people were 
not revisiting course content. So what happens to memory if you 
do review the material?

As you’d predict, memory is better. For example, in one study, 
researchers asked seniors at the Massachusetts Institute of Technol-
ogy to take an examination in mechanics that was very similar to 

The contention that we forget  
most of our education is wrong.  
Under some conditions, we  
remember nearly everything.
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one they had taken in their freshman year.5 (It was the �nal exam 
for a required mechanics course.) �e researchers examined the 
seniors’ scores, with the data broken down by major. �ey �gured 
that biology or political science majors would have had few occa-
sions to use their knowledge of mechanics in the seven semesters 
since they took the course. But students majoring in physics or 
mechanical engineering would be very likely to have used it.

�e biology majors showed a loss of about 55 percent in their 
ability to solve problems, and a similar loss in their understanding 
of concepts. �is �nding—steep forgetting over the course of three 
years—is comparable to other �ndings we’ve reviewed. But the 
physics majors lost none of their ability to solve mechanics prob-
lems, and their understanding of concepts declined by only 25 
percent. So reviewing course content (or closely related content) 
in future classes o�ered protection from forgetting.

Other work has shown that this factor—reviewing content 
later—can have an unexpected consequence. If something is 
reviewed consistently over the course of several years, there’s a 
good chance it will not be forgotten, even if never used again. It’s 
as though continued study permanently fixes the content in 
memory. �is conclusion was drawn by researcher Harry Bahrick 
in a study of memory for high school algebra.6 Bahrick adminis-
tered a battery of algebra tests to more than 1,000 people; some 
had just finished a high school algebra course, and some had 
taken such a course as many as 74 years earlier. Bahrick also ques-
tioned people extensively about the other courses they had taken 
in high school and college, and the grades they had received, 
verifying this information with the schools when possible. He also 
asked about the extent to which they relied on mathematics in 
their jobs, whether they enjoyed working on mathematical puz-
zles in their spare time, and so on.

Like previous researchers, Bahrick found that if you took alge-
bra in high school, you would, over time, forget what you had 
learned. If you took Algebra II, you later remembered more alge-
bra because you studied it more (in the same way that the physics 
students later remembered more mechanics than the biology 
students), but you still lost most of what you had learned, eventu-
ally. But remarkably, students who took some courses beyond 
calculus showed no loss of their algebra knowledge, even 50 years 
after their last math course, and even if their daily lives did not 

Memory will be better to the extent 
that a student mastered the material 
in the �rst place and had reason to 
revisit it in the intervening years.

require the use of algebra! �e coursework up to and including 
calculus prompted students to continually use and review their 
algebra knowledge for several years. That’s apparently what it 
takes to commit something permanently to memory. Similar �nd-
ings have been observed in students studying Spanish as a second 
language7 and in people remembering the names and faces of 
school classmates8 and street names.9

So do we forget much of what we learn in school? This is a 
glass-half-empty-or-half-full type of question. I �nd it impressive 
that we remember any course content a couple of decades later, 
in the absence of putting it to use. And bear in mind, memory will 
be better to the extent that a student mastered the material in the 
�rst place and had reason to revisit it in the intervening years. And 
with systematic review over several years, the memory of that 
material will be nearly indestructible.

If memory for what we learn in school really isn’t all that faulty, 
as I’ve suggested, why do people think it is? �ere are two reasons. 
First, we underestimate what we know, and second, even when 
we recognize we know something, we may not realize we learned 
it in school.

You May Know More Than You  
Think You Know
We may misjudge our knowledge because we are quick to con-
clude that a failure of memory means the memory is gone, unre-
coverable. Suppose you ask a middle-age friend about the plot of 
the novel A Separate Peace by John Knowles. Immediately, he 
remembers that (1) he read the book in middle school, and (2) the 
main characters are young men. If nothing else comes to mind in 
a second or two, your friend is likely to conclude he simply doesn’t 
remember anything else. That’s especially true if he already 
believes that his memory for school content is poor; why keep 
trying to remember if you’re reasonably sure the memory simply 
isn’t there? But continued attempts to retrieve a memory actually 
help; you are more likely to remember if you keep trying.10

A second reason people overestimate forgetting is that they 
don’t consider the most powerful method of determining whether 
something is in memory: relearning. Here’s what I mean. Suppose 
you started studying French in grade 6, and by grade 12 your 
French was good enough to engage in routine conversation. After 
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graduation, however, you did nothing to maintain your profi-
ciency of the language. Now, 15 years later, you’re planning a trip 
to Paris. Let’s pretend you take a French test and �nd you’ve lost 
about 75 percent of the French you once knew. Is that 75 percent 
gone, simply erased from your memory?

It appears gone—after all, you couldn’t remember it for the 
test. Well, suppose you started studying French again. If 75 per-
cent of your knowledge is gone, then for you to become as pro-
ficient as you were at the end of high school, you would 
presumably have to study 75 percent of the seven years it took 
you the �rst time. But that doesn’t seem right. Your intuition 
indicates you would relearn French more quickly than you 
learned it the �rst time. Your intuition is right. �is phenomenon 
is called savings in relearning. Even if you cannot recall or rec-
ognize something you once knew, that doesn’t mean the knowl-
edge is utterly gone; the residue of that initial learning is evident 
through faster relearning.11

�e thought experiment I’ve just suggested has actually been 
conducted. Researchers tested adults who had gone to Japan or 
Korea to do missionary work. �e missionaries spent between 18 
and 36 months abroad, and the time elapsed since their return 
was between one and 45 years. �e researchers quizzed the for-
mer missionaries on a long list of words they were required to 
learn for their work abroad, noting which ones they remembered 
and which ones they forgot.

�en the researchers compiled an individualized list for each 
missionary of 16 words he or she had failed to remember. Next, 
the researchers trained the subjects to learn this personalized list 
of 16 forgotten words, along with 16 new words. (�ey were actu-
ally pseudo-words the experimenters created, in order to be 
certain the subjects could not know them.) Compared with the 
new words, the old words were learned much more quickly, even 
though the �rst test indicated they had been forgotten.12

Losing the Source of a Memory
One reason we think we forget most of what we learned in school 
is that we underestimate what we actually remember. Other times, 
we know we remember something, but we don’t recognize that 
we learned it in school. Knowing where and when you learned 
something is usually called context information, and context is 

handled by different memory processes than memory for the 
content.13 Thus, it’s quite possible to retain content without 
remembering the context.

For example, if someone mentions a movie and you think to 
yourself that you heard it was terrible but can’t remember where 
you heard that, you’re recalling the content, but you’ve lost the 
context. Context information is frequently easier to forget than 
content, and it’s the source of a variety of memory illusions. For 
instance, people are unconvinced by a persuasive argument if 
it’s written by someone who is not very credible (e.g., someone 
with a clear �nancial interest in the topic). But in time, readers’ 
attitudes, on average, change in the direction of the persuasive 
argument. Why? Because readers are likely to remember the 
content of the argument but forget the source—someone who 
is not credible.14 If remembering the source of knowledge is dif-
�cult, you can see how it would be easy to conclude you don’t 
remember much from school.

�is problem is even more profound when we encounter the 
same information in multiple contexts. For example, if I ask you 
on which continent Egypt is located, you will quickly answer 
“Africa.” But if I ask you where and when you �rst learned that, you 
will probably have no idea. If you were a second-grader who had 
learned that fact the previous day, you could readily tell me “I read 
it” or “my teacher told me.” But as an adult, you’ve encountered 
that fact scores or hundreds of times in as many di�erent contexts. 
�e fact remains, but the contexts are lost.

Research by Graham Nuthall provides a good example.15 After 
10-year-old students had a classroom lesson, Nuthall tested their 
memories for the content as soon as a week or as much as a year 
later. He also interviewed them about the circumstances in which 
they had learned it. He found that students were quite good at 
attributing their knowledge to the lesson after a delay of just a 
week, and they were also able to describe details of the lesson. 
After a year, students were still pretty good at answering detailed 
questions about the lesson, but their answers seemed to be based 
not on actual memory for the details but rather on memory for 
general principles, to which the students added inferences. And 
when it came to remembering context—how they had learned 
the information—their recall was often quite bad.

Nuthall o�ers one example of a student’s loss of the source of 

Continued attempts to retrieve a 
memory actually help; you are more 
likely to remember if you keep trying.
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information. In a lesson on Antarctica, students saw a picture of 
a transport plane landing on a snowy �eld in bright sunshine. 
�e photo was taken at 11 p.m., during the Antarctic summer. �e 
speaker mentioned in passing that she actually acquired sunburn 
during the night. Eight months later, when asked to pick from a 
list the most serious problem faced by people working in Antarc-
tica during the summer, one student picked “serious sunburn 
from the sunlight re�ected o� the snow.” When asked why she 
thought this was a serious problem, the student replied, “I’ve 
heard it somewhere,” and described how the sun shines 24 hours 
per day during the summer. When speci�cally asked if sunburn 
was mentioned during the school unit, the student said, “I can’t 
remember it.”

Naturally, we can often guess that we learned something at 
school based on the content. I might think to myself, “How else 
would I know the formula to �nd the volume of a sphere? �at’s 
not the kind of thing I would read up on myself.” But if we make 

that attribution only when something sounds particularly school-
like, we may lead ourselves astray.

Some knowledge gained in school might be especially di�cult 
to recognize as such because it is so broad. For example, consider 
knowing how to look up and extract information from a two-
dimensional table. Via the times table (and others), a student 
learns how to use rows and columns to �nd an entry, and that it 
doesn’t matter whether one locates the row �rst or the column 
�rst. Years later, the student may not recognize that this knowl-
edge enables her to use a bus schedule. Another student may 
learn the technique of isolating variables to determine causality 
in science but not recognize that he’s using a strategy learned in 
school when he tries to determine what’s causing his allergic 
reaction to a new recipe for barbecue sauce.

So far we’ve seen that people probably remember more from 
their school days than they think they do. �at’s all very nice, you 
might say, but are these memories consequential? Maybe you do 
remember the date of the Battle of Hastings. So what?

School and Smarts
The answer to “so what?” is that going to school makes you 
smarter, and some—possibly most—of the reason is that you 
remember stu� that you’ve learned in school.

Even if you cannot recall something 
you once knew, that doesn’t mean 
the knowledge is utterly gone; the 
residue of that initial learning is 
evident through faster relearning.

Proving that school makes you smarter is not as simple as one 
might think.* Researchers started with the simple prediction that 
getting further in school ought to be associated with higher IQ 
scores. That’s true, and the effect is pretty strong. In one meta-
analysis, the correlation of years of education and IQ was 0.46.16 
(Correlation tells you whether two measures are related. For 
example, people who earn high grades in high school tend to earn 
high grades in college. �at correlation is about 0.40.) But of course 
this simple correlation is di�cult to interpret. Maybe it’s not that 
schooling makes you smarter but rather that being smarter makes 
you more likely to stay in school. Or maybe a third factor, like family 
wealth, is responsible. Wealthy people might have both better 
access to schooling and access to better schooling, and also to life 
experiences that contribute to IQ. So the association is observed 
because wealth increases both intelligence and time in school.

A better way to address the question entails statistically 
removing these other factors. Several researchers have taken this 

approach, measuring the IQ of a large group of children at an 
early age, say 10, and gathering information about each child’s 
family, such as parental income and education. Then the 
researchers measure intelligence again some years later, often 
around age 19.

By the time they take that second intelligence test, people will 
di�er in how many years they’ve been in school. So, we can see 
whether “years of schooling” is correlated with the IQ measure 
taken at age 19. We know they will be strongly related, but now 
we’re in a position to address the alternative interpretations that 
concerned us. We can test whether schooling is associated with 
age-19 IQ after we’ve statistically removed the e�ects of age-10 
IQ, and also the e�ects of the family characteristics. �e former 
addresses the interpretation that “smart people stay in school,” 
and the latter addresses the argument that “families, not school-
ing, make the di�erence.” �e results of these studies17 show that 
schooling does indeed make students smarter.

*Here, I’m using standard intelligence tests as a measure of “smarter.” Whatever you 
think of them, IQ scores have long been known to predict job performance and 
individual economic success. See Linda S. Gottfredson, “Why g Matters: The 
Complexity of Everyday Life,” Intelligence 24 (1997): 79–132; and Yoav Ganzach, “A 
Dynamic Analysis of the Effects of Intelligence and Socioeconomic Background on 
Job-Market Success,” Intelligence 39 (2011): 120–129.
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A third research technique is perhaps the most powerful. Occa-
sionally, policymakers change the minimum number of years 
students must attend school. �us, independent of family factors 
and student choice, a large number of students go to school longer 
than students in their jurisdiction used to. If schooling boosts IQ,* 
we should expect an IQ increase that coincides with the increase 
in compulsory years of education. In the 1960s, the minimum 
number of years of education required in Norway increased from 
seven to nine. �e average years of education jumped from 10.5 
to 10.8, and average IQ increased by 1.5 points.18

So schooling makes you smarter, but is there evidence that the 
stu� you remember from school is what’s making you smarter? 
Maybe going to school exercises your brain, so to speak, so you 
get smarter, but the speci�cs of that exercise don’t matter. We have 
some tentative (but probably not conclusive) research suggesting 
that the speci�cs do matter.

Two factors contribute to IQ: the breadth and depth of what 
you have in memory, and the speed with which you can process 
what you know. �ere are ways of measuring mental ability that 
are mostly independent of what you know. Sheer speed of pro-
cessing data is one. For example, IQ is highly correlated with the 
time taken to verify which is the longer of two lines presented on 
a screen.19 Researchers have shown that although years of educa-
tion is associated with IQ, it’s not associated with processing 
speed. That finding suggests that education increases IQ by 
increasing the breadth and depth of what you know, which runs 
counter to the idea that school is like mental exercise, and that the 
content of the exercise doesn’t matter.20 Other research has evalu-
ated whether schooling affects IQ via a boost in very general 
processing capability (for example, the ability to mentally manip-
ulate several things in mind at once) or via improvement in more 
domain-speci�c knowledge like reading and math.21 Findings 
from this research support the latter: schooling bolsters IQ by 
increasing students’ content knowledge and skills to use that 
knowledge.

All too often, teachers are confronted with research 
conclusions that seem only to make their jobs more 
di�cult. �is subject is a happy exception. Research 
indicates that we remember far more content knowl-

edge than we realize.
So what about that quotation o�ered at the start of this article? 

I believe it has things backward. Education is not what remains 
when we have forgotten what we learned in school. On the con-
trary, education is (at least in part) what we remember of what we 
learned in school. Teachers can rest assured that the memory of 
that learning is substantial. ☐
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